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ABSTRACT: The crystal structure and charge transport
properties of the prototypal oxobenzene-bridged 1,2,3-
bisdithiazolyl radical conductor 3a are strongly dependent on
pressure. Compression of the as-crystallized α-phase, space
group Fdd2, to 3−4 GPa leads to its conversion into a second
or β-phase, in which F-centering is lost. The space group
symmetry is lowered to Pbn21, and there is concomitant
halving of the a and b axes. A third or γ-phase, also space group
Pbn21, is generated by further compression to 8 GPa. The
changes in packing that accompany both phase transitions are
associated with an “ironing out” of the ruffled ribbon-like architecture of the α-phase, so that consecutive radicals along the
ribbons are rendered more nearly coplanar. In the β-phase the planar ribbons are propagated along the b-glides, while in the γ-
phase they follow the n-glides. At ambient pressure 3a is a Mott insulator, displaying high but activated conductivity, with σ(300
K) = 6 × 10−3 S cm−1 and Eact = 0.16 eV. With compression beyond 4 GPa, its conductivity is increased by 3 orders of
magnitude, and the thermal activation energy is reduced to zero, heralding the formation of a metallic state. High pressure
infrared absorption and reflectivity measurements are consistent with closure of the Mott−Hubbard gap near 4−5 GPa. The
results are discussed in the light of DFT calculations on the molecular and band electronic structure of 3a. The presence of a low-
lying LUMO in 3a gives rise to high electron affinity which, in turn, creates an electronically much softer radical with a low onsite
Coulomb potential U. In addition, considerable crystal orbital (SOMO/LUMO) mixing occurs upon pressurization, so that a
metallic state is readily achieved at relatively low applied pressure.

■ INTRODUCTION

Over a century has passed since McCoy and Moore suggested
that an “aggregate of radicals would be a body with metallic
properties”.1 While appealing in its simplicity, the idea that the
unpaired electron present in a molecular radical could serve as a
carrier of charge, just like the valence electron in a metallic
element like sodium, has serious shortcomings. First, in an
ordered array of radicals, as in a crystal, there is a large onsite
Coulomb repulsion energy U associated with charge transport.
Second, in all organic conductors, including charge-transfer
salts,2 intermolecular orbital overlap and the resulting electronic
bandwidth W are notoriously small, so that site-to-site hopping
of electrons is restricted. This large U/W ratio ensures that in
most radical-based materials the unpaired electrons are isolated,
and the system as a whole is trapped in a Mott insulating state.3

The localized spins may nonetheless experience intermolecular

magnetic exchange interactions, and extensive work4 on the
magnetic properties of light heteroatom (N/O) radicals, such
as nitroxyls, verdazyls, and triazinyls, has demonstrated that
ferromagnetic ordering can be achieved, albeit at low
temperature (< 5 K).5

The electronic criteria to improve charge transport are
conceptually simple but practically demanding. Radicals must
be designed such that charge correlation is reduced and
intermolecular overlap enhanced. Within the framework of the
Hubbard model6 a metallic state based on a half-filled energy
band (an f = 1/2 system) requires that the electronic bandwidth
be sufficient to offset charge correlation, that is W > U.7

Haddon was the first to recognize and address this challenge,8
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and in the mid-1970’s he proposed the use of odd-alternant
hydrocarbons based on the phenalenyl (PLY) framework, as
their highly delocalized spin distributions and consequent low
charge fluctuation energies make them appealing candidates for
single component organic metals. Many variations on the
original PLY template have been pursued, exploring substituent
effects, more complex polycyclic frameworks, and the use of
mixed valence spiro-conjugated PLYs.9,10 While some high
conductivities have been reported, the conductivity remains
activated in all cases; a metallic state has yet to be observed.
An alternative approach to radical-based materials whereW >

U involves the use of heavy heteroatoms.11 As in the world of
charge-transfer conductors, where the presence of sulfur and its
heavier congeners imparts both softness (a lower U) and
increased orbital overlap (a larger W) to donors such as
tetrathiafulvalene (TTF)12 and its derivatives,2a,13 so too does
the incorporation of sulfur and selenium into neutral radicals.14

However, the incorporation of heavy heteroatoms into organic
radicals comes at a cost, as the propensity for dimerization, with
a consequent quenching of spin and charge carriers, is
dramatically increased. As a result, early attempts to generate
superimposed radical π-stacks using simple monocyclic thiazyl
radicals afforded diamagnetic, Peierls distorted15 structures with
insulating or only weakly semiconducting ground states.16,17

Improvements in conductivity could be induced by p-type
doping,18 which lowered U by changing the degree of band
filling, but within the confines of the half-filled band ( f = 1/2)
paradigm the challenge has been to reduce U, increase W, and
prevent dimerization by molecular modification of the radical
itself.
Resonance stabilized N-alkyl pyridine-bridged bisdithiazolyls

1 (Chart 1) were developed with these objectives in mind.19 As

a result of spin delocalization across the entire tricyclic
framework of these radicals, their gas-phase disproportionation
energies ΔHdisp and electrochemical cell potentials Ecell,

20 which
provide indirect measures of U, are substantially lower than
those of simple monocyclic thiazyl radicals.21 Variations in the
exocyclic groups R1 and R2 allow for fine-tuning of solid-state
structures and hence intermolecular magnetic and electronic
interactions.22 Selenium incorporation into 1 can also be
effected,23 a modification which not only improves intermo-
lecular overlap and conductivity but also increases magnetic
exchange and magnetic anisotropy.24 From these “heavy atom”
building blocks bulk ferromagnets with ordering (Curie)
temperatures TC of 17 K and coercive fields Hc as high as
1600 Oe (at 2 K) have been developed.25 However, regardless
of the nature of the beltline ligands R1 and R2, most radicals of
this type adopt herringbone packing patterns in the solid state,
as illustrated in Figure 1a. While this arrangement helps

suppress dimerization, it also compromises intra- and interstack
overlap and hence charge transport. Isoelectronic replacement
of the basal carbon by nitrogen, as in the N-alkylated pyrazine-
bridged radicals 2 (Chart 1) removes the steric congestion
created by the R2 ligand but renders the radical more vulnerable
to dimerization, as found in the ethyl derivative 2b.26 The
methyl compound 2a, however, crystallizes in evenly spaced,
head-over-tail π-stacked arrays (Figure 1b), which affords
improved conductivity.27 Below 120 K, however, this structure
also collapses into diamagnetic dimers.
As a continuation of efforts to break away from the

herringbone packing found for 1, while at the same time
avoiding the dimerization problems encountered in 2, we have
recently explored the effects on structure and property of the
formally isoelectronic replacement of the N-alkyl group of 1
with a carbonyl moiety, as in the oxobenzene-bridged radicals
3a−3e (Chart 1).28 Common to all these materials is the
dramatic change in solid-state packing occasioned by the
seemingly innocuous NR1/CO exchange. In contrast to the N-
R1 group in 1, whose structural role is largely to buffer
intermolecular interactions, the polar CO group serves as a
supramolecular synthon,29 forming strong, primarily electro-
static intermolecular CO···S′ contacts which, when com-
bined with more well-known N···S′ interactions,30 generate
planar ribbon-like arrays of radicals, as illustrated in Figure 1e.
These molecular ribbons constitute the basic building blocks
found in these materials, but within the family 3a−3e, there are
differences in the way the ribbons are arranged in the lattice. In
the case of 3e (R = Ph)28a the ribbons are overlaid to produce a
highly one-dimensional (1D) head-over-tail arrangement
(Figure 1b) of radicals, as found in 2a, although, in contrast
to the latter,27 low-temperature dimerization does not occur. A
quasi-1D stacking arrangement is also found in 3d (R = Me).28b

By contrast, in 3c·MeCN (an acetonitrile solvate) the ribbons
are packed in slipped π-stacks arrays (Figure 1c), a motif which
affords a more 2D electronic structure,28c while in 3b (R = F)
the rigorously coplanar ribbons are layered into a “brick wall”
packing pattern (Figure 1d), to produce a perfectly 2D
electronic structure which metallizes on compression to just 3
GPa.28d,31

The prototypal radical 3a (R = H) has one structural feature
not present in other members of the set.28e The basal C−H
unit serves as a supramolecular structure-maker, engaging in
edge-to-face or tilted-T (donor−acceptor) contacts with
neighboring arene carbons. These interactions cause a ruffling
of the otherwise coplanar ribbon-like arrays of radicals, and this
compromises electronic dimensionality and conductivity. We

Chart 1

Figure 1. Packing motifs found in 1, 2, and 3: (a) herringbone π-
stacks, (b) alternating head-over-tail π-stacks, (c) slipped ribbon π-
stacks, (d) brick wall π-stacks, and (e) ribbon-like arrays of radicals 3.
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therefore set out to explore the effect of physical pressure on
the structure and transport properties of this material, to see if
it could be metallized under relatively mild loadings, as in the
case of 3b.28d To our surprise, crystallographic measurements
over the pressure range 0−13 GPa have revealed an unexpected
structural response involving a stepwise conversion into two
new phases, near 3 and 8 GPa. The architectural changes
accompanying these phase transitions restore the coplanarity of
the previously ruffled molecular ribbons, and the consequent
solid-state electronic reorganization leads to a rapid increase in
conductivity and decrease in activation energy, with eventual
closure of the Mott−Hubbard gap and formation of a metallic
state in the region of 4−5 GPa. The electronic structure of 3a
has been probed, at both the molecular and solid-state levels, by
means of density functional theory (DFT) calculations; the
results of which shed light on the reasons behind the enhanced
charge transport properties of this class of radical conductor.

■ RESULTS
High Pressure Crystallography. The effect of pressure on

the crystal structure of 3a has been examined by powder X-ray
diffraction (XRD) over the range 0−13 GPa. Three phases have
been identified, including the ambient pressure or α-phase,
which was initially characterized by single crystal XRD
methods.28e In the powder diffraction work, over 20 data sets
were collected with increasing pressure, using synchrotron
radiation and diamond anvil cell techniques. Subsequent
indexing and space group elucidation revealed the conversion
of the α-phase into a second or β-phase near 3−4 GPa and a
third or γ-phase near 8 GPa. Structural solutions, determined
using synthetic annealing methods, were based on the
molecular geometry obtained from the single crystal structure
determination at 0 GPa. During the initial Rietveld refinements,
a rigid-body constraint was employed, but in the final Rietveld
refinements of the α- and γ-phases and in the Le Bail
refinements of the β-phase,32 only the unit cell parameters were
optimized. Crystal data from the final powder refinements are
summarized in Table 1; intramolecular metrics, which are
nominal for this class of radical, are available in the Supporting
Information (SI).
Crystals of the α-phase of 3a belong to the polar

orthorhombic space group Fdd2 and consist of evenly spaced
radical π-stacks running parallel to the c-axis. The unit cell
drawing in Figure 2 (at 0 GPa) provides a projection (down the

π-stacks) of the 16 symmetry related radicals (Z = 16) and
illustrates the ribbon-like motifs (Figure 1) generated by the
mutually perpendicular d-glide planes that traverse the cell in
the x and y directions. Also shown is the network of short
(within the standard van der Waals’ separation)33 intermo-
lecular S···N′, S···O′, S···S′, and CH···C′ contacts that lace the
structure together laterally. Of these the CH···C′ contacts,
which bridge molecules up and down along the 21 axes, are of
particular importance. These edge-to-face or tilted-T inter-
actions34 serve as cross connectors between the mutually
orthogonal ribbons, as illustrated in Figure 3. In so doing,
however, they cause a ruffling of the otherwise planar ribbons,
to produce dihedral angles of ϕbc and ϕac (Table 2),
respectively, along the ribbons perpendicular to the x and y
directions.
Initial pressurization of the α-phase leads to a decrease in the

unit cell dimensions (Figure 4), the ease of compression of the
π-stacks giving rise to a more pronounced contraction of the c-
axis. At pressures above 3 GPa, the diffraction pattern changes
substantially, heralding the formation of the β-phase. Attempts
to index the data in the mixed phase region between 3 and 4
GPa were unsuccessful, but above 4 GPa the data could be fully
analyzed in terms of a single β-phase. During initial indexing
attempts, however, it became apparent that the F-centering
found in the α-phase was not present in the β-phase. After
consideration of all primitive orthorhombic (and monoclinic)

Table 1. Crystal Data for 3a

P, GPa 0a 1.8 4.4 6.0 9.8 11.1 13.0

phase α-3a α-3a β-3a β-3a γ-3a γ-3a γ-3a
formula C6HN2OS4 C6HN2OS4 C6HN2OS4 C6HN2OS4 C6HN2OS4 C6HN2OS4 C6HN2OS4
M 245.33 245.33 245.33 245.33 245.33 245.33 245.33
a, Å 27.873(3) 26.436(2) 13.211(3) 12.880(2) 13.063(2) 13.001(2) 12.919(2)
b, Å 31.252(3) 29.579(3) 15.162(4) 14.888(4) 14.945(3) 14.909(3) 14.842(2)
c, Å 4.0004(5) 3.6728(2) 3.3733(6) 3.2737(5) 3.0230(3) 2.9950(3) 2.9619(3)
V, Å3 3485.2(7) 2872.0(2) 675.7(2) 627.7(2) 590.2(1) 580.5(1) 567.9(1)
ρcalcd (g cm−1) 1.870 2.270 2.412 2.596 2.761 2.807 2.870
space group Fdd2 Fdd2 Pbn21 Pbn21 Pbn21 Pbn21 Pbn21
Z 16 16 4 4 4 4 4
temp (K) 296(2) 293(2) 293(2) 293(2) 293(2) 293(2) 293(2)
λ (Å) 0.6889 0.41337 0.41337 0.41337 0.41337 0.41337 0.41337
solution method direct methods powder datab powder datac powder datac powder datab powder datab powder datab

R, Rw (on F2) 0.0235, 0.0524 0.0046, 0.0061 0.0064, 0.0111 0.0049, 0.0085 0.0059, 0.0083 0.0062, 0.0087 0.0056, 0.0076
aSee ref 28e. bRietveld refinement. cLe Bail refinement.

Figure 2. Unit cell drawing of the α-phase of 3a at 0 GPa, showing
intermolecular S···N′, S···O′, S···S′, and CH···C′ contacts (dashed
lines).
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alternatives, only Pbn21 and Pna21 represented viable space
groups for the β-phase. In both of these one of the d-glides of
the α-phase evolves into an n-glide, while the other is
transformed into an a- or b-glide, depending on the setting.
The choice between the two was not easy to make, as most data
sets could be indexed in either space group, and for some,

preliminary structural solutions (in DASH) could also be
obtained. However, only in the case of Pbn21 could all the β-
phase data sets be solved (with preservation of the original
setting established by the α-phase) and Le Bail refinements
successfully achieved. With loss of F-centering the a- and b-axes
are both halved in length, and Z collapses from 16 to 4. A
representative unit cell drawing for the β-phase, obtained from
the 6.0 GPa data set, is illustrated in Figure 5. Relative cell

dimensions of the β-phase (scaled to allow comparison with the
α-phase) over the range 4−8 GPa are plotted in Figure 4, and
details of two Le Bail refinements are listed in Table 1.
Inspection of the results indicates that the α- to β-phase
transition is associated with a pancake-like collapse of the unit
cell, that is, the c-axis contracts, while the a- and b- axes
elongate.
Further compression of the β-phase to 8 GPa gives rise to a

uniform response along all three axes, with an overall
compressibility similar to that found for the α-phase. Between
8 and 9 GPa a second phase transition takes place, but in this
case there is no change in space group; like the β-phase, the
emergent γ-phase is also Pbn21. As in the α- to β-phase
transition the β- to γ-phase crossover is characterized (Figure
4) by a pancake-like collapse of the unit cell; the a and b
dimensions increase, while c decreases. Once produced,
however, the γ-phase is less compressible than either the α-
or β-phase; all the cell dimensions remain relatively constant
from 9 to 13 GPa (the limit of the measurements). Details of
three representative Rietveld refinements are provided in Table
1, and the unit cell drawing shown in Figure 5 for the γ-phase at
11.1 GPa illustrates the similarity in packing in the ab plane to
that found for the β-phase. The differences between the two
phases are more apparent in the arrangement of the π-stacks,
which is described below.
Having established the changes in cell dimensions of the

three phases as a function of pressure, the next challenge was to
characterize, at the molecular level, the structural differences
between the three phases. In view of the fact that the structural
solutions were based on rigid-body refinements, and also
because of the complex network of intermolecular interactions
which exist even at ambient pressure, we have not attempted to
examine changes in intra- or intermolecular distances in detail.
Rather, we have focused our analysis of the molecular packing
within the three phases on the differences in the slippage of the
π-stacks and their potential to interlock so as to afford regular
(coplanar) molecular ribbons.
To this end we list in Table 2 a set of angles and distances

which collectively provide a framework within which to
compare changes in the supramolecular architecture of the

Figure 3. Ruffled ribbons of radicals, running perpendicular to the x
and y directions, and linked by edge-to-face CH···C′ contacts. Extent
of ruffling defined by dihedral angles ϕbc and ϕac, with ϕ = 180°
representing unruffled ribbons.

Table 2. Supramolecular Metrics for 3a

phase P (GPa) δ (Å)a τ (°)b ϕbc (°)
c ϕac (°)

c

α 0 3.47 29.8 135.7 142.4
α 1.84 3.23 28.5 137.7 143.6
β 4.4 2.84 32.8 177.5 114.5
β 6.0 2.80 31.1 179.9 117.8
γ 9.8 2.83 20.8 138.6 169.5
γ 11.1 2.80 21.0 139.1 170.6
γ 13.0 2.77 20.6 140.5 168.7

aδ is the separation of the mean molecular plane along the π-stacks. bτ
defines the inclination of the π-stacks with respect to the c-axis. cThe
dihedral angles ϕbc and ϕac are defined in Figure 3.

Figure 4. Relative dimensions of the unit cell parameters of 3a as a
function of pressure at room temperature. The a- and b-axes of the β-
and γ-phases are scaled to allow comparison with those of the α-phase.

Figure 5. Unit cell of the β-3a at 6.0 GPa (left) and γ-3a at 11.1 GPa
(right), viewed down the π-stacking c-axis.
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three phases. The most intuitive variables in this set are δ, the
interplanar spacing of radicals along the π-stacks, and τ, the tilt
or inclination angle of π-stacks to the c-axis. As expected, the
value of δ decreases with increasing pressure and does so quite
markedly with the α- to β-phase transition. The concomitant
changes in τ are more subtle; there is a small increase with the
first phase transition, then a larger decrease with the second,
which heralds a more nearly superimposed alignment of the π-
stacks as the effects of the concertina compression take hold. As
illustrated in Figure 6, the packing of the β-phase (at 6.0 GPa)

consists of cross-braced π-stacks spanning layers perpendicular
to the bc plane. The near-180° value of the dihedral angle ϕbc
(Table 2) signifies a nearly coplanar arrangement of radicals
along the ribbons within this array. At the same time, the
degree of cross-bracing can be measured in terms of the other
dihedral ϕac, which becomes smaller (less obtuse) than in the
α-phase. With the transition to the γ-phase, there is no change
in space group, but the cross-braced π-stack architecture is
switched, so that the nearly coplanar molecular ribbons now
run along the n-glides within the ac plane, as illustrated in
Figure 6. These changes are quantified by the reversal in the
magnitude of the dihedral angles ϕbc and ϕac (Table 2).
While we have no definitive explanation for the cause of the

switching of the cross-braced π-stacks from being perpendicular
to the bc plane in the β-phase to being perpendicular to the ac
plane in the γ-phase, it is readily apparent (Figure 6) that in the
β-phase neighboring layers are offset along y, whereas in the γ-
phase there is no offset along x. Moreover, in the γ-phase
neigboring radicals along each ribbon are slightly staggered,
which may provide for more efficient packing at elevated
pressure. Regardless, however, of the relative merits of the two
possible arrangements, we note a striking similarity in the
packing of both phases, but more particularly the β-phase, to
the cross-bracing found in the ambient pressure structure of 3c·
MeCN (space group Pna21) reported previously.28c

High Pressure Infrared Conductivity. We reported
earlier the results of ambient pressure, variable-temperature
four-probe conductivity (σ) measurements on 3a−3e.28 Results

for the entire set, expressed in terms of values of σ(300 K) and
the Arrhenius activation energy Eact are summarized in Table 3.
As may be seen therein, the conductivity of 3a (R = H), σ(300
K) = 6 × 10−3 S cm−1, lies near the top of the group, but its
activation energy, Eact = 0.16 eV, is a little higher than that of 3b
or 3c·MeCN. To explore the response of both of these
parameters to applied pressure, we have carried out high
pressure, variable-temperature conductivity measurements,
using a 3000 ton press to scan pressure over the range 0−12
GPa. As may be seen in Figure 7, which illustrates the pressure
dependence of both σ(300 K) and E act, the latter measured
between 300 and 370 K, compression causes an initial and rapid
increase in σ(300 K), which reaches a plateau value near 2 S
cm−1 at 6 GPa. There is little change thereafter out to 12 GPa.
Across the same pressure range Eact drops sharply to near zero
at 6 GPa, indicative of the formation of a weakly metallic state.
In terms of potential correlations between the conductivity data
and the phase changes for 3a observed crystallographically, we
note that the environment in the pressure cell used here is not
purely hydrostatic. However, the fact that the α- to β-phase
transition, accompanied by metallization, is recorded by
conductivity gives confidence that the state of quasi-hydro-
staticity would be sufficient to allow detection of a conductivity
change at the β- to γ-phase transition, if there were one.

High Pressure Infrared Spectroscopy. To investigate the
pressure-induced metallization of 3a more closely, we have
examined the pressure dependence of its solid-state infrared
absorption and reflectance spectra, using diamond anvil cell
techniques. At ambient pressures, discrete bands corresponding
to molecular vibrational modes of the α-phase are discernible in
the low-frequency regime of the absorbance spectrum (Figure
8). The strongest and most clearly visible of these corresponds
to the CO vibration at 1600 cm−1. With increasing pressure,
between 2.7 and 4.1 GPa, the region of the α- to β-phase
transition, the molecular modes are almost completely

Figure 6. Cross-braced slipped π-stacks of β-3a (at 6.0 GPa), viewed
perpendicular to the bc plane (above), and of γ-3a (at 11.1 GPa),
viewed perpendicular to the ac plane (below).

Table 3. Ambient Pressure Conductivity Data

radical σ(300 K) (S cm−1) Eact (eV) ref

3a (R = H) 6.0 × 10−3 0.16 28e
3b (R = F) 2.0 × 10−2 0.10 28d

3c·MeCN (R = Cl) 3.0 × 10−3 0.11 28c
3c (R = Cl) 4.0 × 10−3 0.16 28c
3d (R = Me) 9.0 × 10−4 0.13 28b
3e (R = Ph) 3.0 × 10−5 0.20 28a

Figure 7. Pressure dependence of the conductivity σ(300 K) of 3a and
of its thermal activation energy Eact over the range T = 300−370 K.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja411057x | J. Am. Chem. Soc. 2014, 136, 1070−10811074



overwhelmed by the onset of a broad electronic absorption
which shifts to lower energy with increasing pressure, as would
be expected with the approach of a metallic state. Optical
conductivity as a function of pressure (Figure 8) was obtained
by Kramers−Kronig (K−K) analysis of normal incidence
reflectivity measurements. For this purpose, strong phonon
bands in the region from 1700 to 2700 cm−1 originating from
the diamond cell were omitted by replacing this spectral region
by a straight line interpolation. The resulting reflectivity data,
after correction for the diamond refractive index, were then fit
using a variational K−K constrained dielectric function, as
implemented in the REFFIT code.35

At low pressures, in the α-phase, the optical conductivity
shows a clear electronic excitation gap, with spectral density
falling away at low frequencies, characteristic of insulating
behavior. As expected in Mott insulators,36 a broad peak in σ1 is
observed, centered at the energy scale for short-range charge
fluctuations (in this case 0.7−0.8 eV), and with a total width
that reflects the overall bandwidth. Upon compression to the β-
phase, there is a large transfer of spectral weight from this high-
frequency Hubbard feature to lower energies, suggesting rapid
closure of the Mott gap, and the onset of a correlated metallic
state. In the present study, the measured spectral window does
not extend to sufficiently low frequencies to resolve properly
any Drude-like features associated with coherent metallic
carriers, which may become apparent below ∼200 cm−1 (25
meV).37 Commonly, such a Drude-like peak is found to coexist
with higher energy Hubbard-like features, although at ambient
temperatures, thermal fluctuations may significantly smear out
this peak or even destroy the coherent excitations entirely.38

While not directly observed in the optical conductivity, the
build-up of low-energy charge excitations, for pressures
exceeding 4.2 GPa, is indicated by (i) the significant shift of
spectral weight (Figure 8), (ii) a plateau in the dc conductivity,
and (iii) disappearance of the thermal activation energy (Figure
7). We therefore characterize the β-phase as a correlated metal
with no charge gap but with residual incoherent excitations at
high frequency due to charge correlation. Upon further
compression to the γ-phase, such high-energy features are
significantly suppressed but without enhancement of the dc
conductivity, which remains below the minimum metallic
conductivity expected for normal Fermi liquids.39 This suggests

significant correlation even in the γ-phase; the investigation of
which provides an interesting focus for future work.

Molecular Electronic Structure Calculations. To
compare the properties of the two families of radicals based
on 1 and 3, we have carried out a series of DFT calculations at
the (U)B3LYP/6-311G(d,p) level on the two prototypal
derivatives 1a and 3a. The frontier Kohn−Sham molecular
orbitals for both species, the HOMO, SOMO, and LUMO, may
be envisaged as originating from a coupling of the SOMOs of
two 7π-electron dithiazolyl (DTA) radicals through the pπ
orbital of the basal carbon (which provides one π-electron). In
C2v symmetry there are two DTA SOMO combinations, of a2
and b1 symmetry, but only the latter can mix with the carbon pz
orbital to afford in-phase (bonding) and out-of-phase
(antibonding) b1 combinations. Respectively, these two orbitals
drop below and rise above the unperturbed a2 combination,
which becomes the SOMO of the hypothetical acyclic
precursor (Figure 9). The impact on these frontier orbitals of

the inclusion of a NH fragment, to produce 1a, and of a CO
fragment, to afford 3a, has been tracked by DFT calculations at
the (U)B3LYP/6-311G(d,p) level.
The ground-state electronic structures of the two radicals are

remarkably similar. By symmetry, incorporation of either a
nitrogen lone pair or a carbonyl fragment into the frontier π-
orbital manifold of the radical precursor does not, to first order,
affect the energy or composition of the emerging a2 SOMO. As
a result the two radicals possess very similar spin distributions.
Consistently the EPR spectra of all reported radicals 119,22 and
328 reveal comparable hyperfine coupling constants aN that are
approximately one-half of those found in monofunctional 1,2,3-
dithiazolyls, as would be expected given that the spin density is
“shared” between two DTA rings.40 Moreover, given that the
SOMO is nodal at the basal carbon and at the site of NH/CO
interchange, there is very little variation in aN values as a
function of basal R-group. That being said, with the inclusion of
charge repulsion effects there are some subtle but under-
standable changes in orbital energies (Figure 9). Thus, the DFT

Figure 8. Pressure dependence of the ambient-temperature infrared
absorption spectrum of 3a (left). Pressure dependence of the ambient
temperature optical conductivity σ1 of 3a (right). The three phases are
color coded blue (α), red (β), and green (γ). The hatched zone on the
right is obscured by diamond modes.

Figure 9. Correlation diagram tracking the (U)B3LYP/6-311G(d,p)
π-frontier orbitals of 1a (left) and 3a (right), starting from a common
acyclic radical precursor (center).
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SOMO of 1a lies slightly higher than that of 3a, an observation
consistent with the differences in their oxidation potentials.28

The important differences between radicals 1 and 3 are more
evident in their excited-state properties and related ion
chemistry, which arise from variations in the energy of the
two frontier orbitals of b1 symmetry. Incorporation of an NH
fragment into the carbon-bridged bisdithiazolyl precursor, to
generate 1a, leads to relatively strong mixing of the high-lying
nitrogen lone pair with the HOMO and LUMO of the
precursor, forming antibonding combinations with each and
causing both to rise in energy (Figure 9, left).41 By contrast,
with the insertion of a carbonyl group to generate 3a, the
empty π*(CO) orbital so introduced mixes strongly with the
LUMO of the precursor to afford a new, much lower lying
LUMO for 3a. In reality both the filled π(CO) and empty
π*(CO) orbitals are capable of mixing with b1 orbitals of the
precursor, but the former is energetically much lower lying, and
its effect on the frontier orbitals is relatively minor. Similar,
albeit weaker mixing of the π*(CO) acceptor level with the
HOMO of the precursor also causes the latter to drop in
energy, and the SOMO−HOMO gap to widen. The
consequences of the larger HOMO−SOMO splitting in 3a
relative to 1a are readily apparent in the optical spectra of the
corresponding cations, in which the radical SOMO is no longer
occupied. Thus the absorption maximum for the HOMO−
LUMO excitation in the cation [1a]+ (λmax = 650 nm)22a is
significantly red-shifted relative to that of [3a]+ (λmax = 554
nm).28e

With reference to the ion energetics of 3a, the consequences
of its low-lying π-LUMO are more profound, as the small
SOMO−LUMO gap suggests that reduction to the anion [3a]−

may give rise to an open-shell state, a possibility in keeping with
the theoretical predictions for related antiaromatic biscyanine
dyes.42 To explore this possibility we used DFT methods to
examine the total energy of the anion in the closed-shell singlet
state (CSS) and the triplet state (TS). The energy of the open-
shell singlet state (OSS) could not be calculated directly but
was assessed indirectly using the broken symmetry approach43

to calculate the energy of the broken symmetry singlet state
(BSS). Plots of the spin distributions for the BSS and TS states
are illustrated in Figure 10.

Numerical results are summarized in Table 4, which provides
the relative energies of all four states with and without the
(screening) effects of solvation; the latter were simulated using
the polarized continuum model (PCM), with acetonitrile as
solvent (as in the electrochemical work).28 From an energetic
standpoint all the open-shell states are predicted to be more
stable than the CSS, with the triplet being the ground state.

Morever, the relative stability of the TS is increased by solvent
polarity (as in MeCN), an effect readily appreciated in terms of
its large molecular dipole moment (μ = 5.80 D, gas phase),
which is substantially larger than that (μ = 3.25 D, gas phase)
found for the CSS anion. That the open-shell states lie
energetically below the CSS follows directly from the presence
of the low-lying b1 orbital on the radical, a feature not present
in the corresponding anion [1a]−. Additional stabilization of
the triplet arises from strong Hund’s rule coupling between the
a2 and b1 orbitals (a Fermi hole),44 a situation not found in
disjoint biradicals, which typically possess OSS ground states.45

Using the state energies of the anion [3a]− provided in Table
4, we have calculated the associated electron affinity (EA) of
the radical in the gas phase and MeCN solution (Table 5).

When taken with the calculated ionization potential (IP) for the
radical, these EA values afford estimates of the disproportio-
nation energy ΔHdisp as a function of the anionic state (CSS,
OSS, and TS). These values then provide an estimate of the
energy barrier to charge transport which, in a single orbital
model, would be given by U. In the case of 1a the analysis is
restricted to the use of the closed-shell anion [1a]−, as there are
no low-lying virtual π-orbitals in 1a (Figure 9) available that can
give rise to open-shell anions of π-symmetry.41 However in the
case of 3a there are low-lying OSS and triplet anions [3a]−, the
latter arising from strong Hund’s rule coupling between the
SOMO and LUMO of the radical, that lead to successive
increases in EA and, in turn, reductions in the value of ΔHdisp
(Table 5). While the overall difference between the two radicals
is only marginal in the gas phase, the inclusion of solvation
(screening effects) via the PCM model amplifies the separation

Figure 10. Valence-bond representations and (U)B3LYP/6-311G-
(d,p) spin distributions (gas phase) for the CSS, BSS, and TS states of
[3a]−. The a2 and b1 orbitals of 3a are illustrated in Figure 9.

Table 4. Relative State Energiesa for [3a]−

ETS (<S2>) EBSS (<S2>) EOSSb ECSS

gas phase 0 (2.024) 0.70 (0.830) 1.17 4.79
PCM (MeCN)c 0 (2.027) 2.70 (0.956) 5.05 9.50

a(U)B3LYP/6-311G(d,p) energies, in kcal mol−1, of the CSS, BSS and
OSS states, relative to the TS state. For the TS and BSS states <S2>
expectation values are given in parentheses. bEOSS = ETS − 2 [ETS −
EBSS]/[<S2>TS − <S2>BSS] (see ref 43).

cPCM with MeCN as solvent.

Table 5. Calculated Ion Energetics (eV)a and
Electrochemical Potentials (V)b for 1a and 3a

1a 3a

gas phase PCM (MeCN)c gas phase PCM (MeCN)c

IP 6.16 4.41 6.51 4.61
EACSS 1.58 3.24 1.83 3.38
EAOSS − − 1.99 3.57
EATS − − 2.04 3.79

ΔHdisp
CSS 4.59 1.17 4.68 1.23

ΔHdisp
OSS − − 4.52 1.04

ΔHdisp
TS − − 4.47 0.82

E1/2 (0/+1) −0.130 (−0.170)d 0.061 (0.035)d

E1/2 (−1/0) −0.946e −0.525e

Ecell 0.78f 0.56f

a(U)B3LYP/6-311G(d,p) IP, EA, and disproportionation enthalpies
(ΔHdisp = IP − EA), all in eV; superscripts CSS, OSS and TS designate
the appropriate anionic state. bElectrochemical potentials in V vs SCE
(in MeCN solvent) for 1a and 3a taken from refs 22a and 28e. cPCM
with MeCN as solvent. dCathodic peak potential Epc in parentheses.
eIrreversible reduction, Epc value cited.

fEcell estimated as |Epc(0/+1) −
Epc(−1/0)|.
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considerably, and reproduces, at least qualitatively, the
experimental differences in E1/2 and Ecell values. Overall, we
conclude that oxobenzene-bridged radicals are softer by virtue
of their unusually high electron affinity, which can in turn be
related to the presence of a low-lying π-LUMO. The effect of
these energetic changes on the magnitude of U and charge
transport is discussed below.
Band Structure Calculations. To probe the changes in the

solid-state electronic structure of 3a as a function of pressure
we have carried out single point DFT band structure
calculations with the Quantum Espresso package, using atomic
coordinates taken from the crystal structures determined at 0,
6.0, and 11.1 GPa; these three pressures provide representative
snapshots of the α-, β- and γ-phases. The results are shown in
Figure 11 in the form of crystal orbital band dispersion
diagrams over a range of reciprocal space directions in the first
Brillouin zone. In all cases the calculations were performed
assuming a nonmagnetic state so as to be able to make a direct
comparison of the degree of band spreading at the different
pressures. As expected, the pattern of bands near the Fermi
surface follows directly from frontier orbital ordering observed
in the single molecule calculations, with three groups of four
bands (Z = 4 in the primitive cell), arising from HOMO,
SOMO, and LUMO. There is a relatively large gap between the
HOMO and SOMO bands, while in the reduced symmetry of
the crystal the SOMO and LUMO bands are almost
coincident.46

At 0 GPa the bandwidth of all three bands is small. Indeed,
the heavily overlapped SOMO and LUMO bands give rise to a
total bandwidth of < 0.3 eV, and on this basis it is not surprising
that the α-phase structure is a Mott insulator. However, with
pressurization to 6.0 GPa and formation of the β-phase, there is
considerable spreading of all three bands. Moreover, with the
relaxation of the orthogonality constraints found at the
molecular level, the SOMO and LUMO bands are strongly
mixed, to afford a combined bandwidth near 0.7 eV, that is, on
the same order as the Coulomb barrier estimated from the IR
measurements presented above. Further compression to 11.1
GPa, and evolution to the γ-phase, lifts the HOMO band, and
higher lying virtual orbitals drop, so as to produce a more
congested array near the Fermi level, and a composite partially
filled band with bandwidth near 1.0 eV.

■ DISCUSSION
The predisposition of oxobenzene-bridged bisdithiazolyls 3 to
crystallize as coplanar ribbon-like arrays linked by intra-
molecular S···N′ and S···O′ contacts affords an appealing
structural handle for the design of new solid-state architectures

for neutral radical materials. The differences in the charge-
transport properties within the series 3a−3e can be ascribed, in
part, to variations in the way these molecular ribbons are
packed, as the degree of offset between consecutive layers
produces materials whose electronic structures range from
strongly 1D (for 3e) to perfectly 2D (in 3b). In the case 3a (R
= H) the ribbons are ruffled (Figure 3) at ambient pressure by
edge-to-face CH···C′ contacts, as a result of which offset
layering of the ribbons is not possible, and a relatively 1D
structure with low bandwidth prevails. Consistently, its ambient
pressure performance, measured in terms of Eact values, does
not rise to that found for 3b or 3c (Table 3). However, with the
pressure-induced structural changes occasioned by the α- to β-
phase transition, which produce cross-braced, coplanar ribbons
(Figure 6) akin to those seen in 3c·MeCN,28c there is a
significant increase in bandwidth and consequent decrease in
Eact. The second phase transition, to the γ-phase, is associated
with a crossover of the ribbon-like arrays from the b-glides to
the n-glides of the Pbn21 space group. With further
compression of the γ-phase, neighboring radicals along the
molecular ribbons slide over one another, like tiles on a roof, a
process which gives rise to increased bandwidth relative to the
β-phase. Thus, while the α-phase of 3a gets off to a bad start,
formation of the β- and γ-phases improves its transport
properties dramatically.
The larger question, however, is related not to the differences

within the set of known oxobenzene-bridged radicals 3 but
rather to their common features, notably their charge transport
properties, gauged in terms of their high σ(300 K) and low Eact
values,28 which set them apart from other thiazyl radical
conductors, notably the isolectronic N-alkyl pyridine-bridged
materials 1.19,22 While packing differences (layered ribbons
versus herringbone arrays) may give rise to improvements in
bandwidth, the electrochemical properties of all oxobenzene-
bridged radicals, notably their consistently lower cell potentials
Ecell,

28 suggest they are electronically softer than the structurally
related N-alkyl pyridine-bridged variants. This result arises from
the preference for open-shell anionic states (Table 4)
occasioned by the occupation of the low-lying LUMO. The
consequent electronic softening, manifest in an increase in EA,
lowers the calculated ΔHdisp values of 3a on the order of 0.22
eV (in solution) compared to those of 1a. The consequent
reduction in the charge gap leads to an enhancement in
conductivity, and in the case of 3a (and 3b) is sufficient to
permit formation of a metallic state under relatively mild
pressure.
Pressure-induced Mott insulator to metal transitions have

been observed in other organic materials, notably in the κ-phase

Figure 11. Crystal orbital dispersion of 3a at 0, 6.0, and 11.1 GPa. Energy bands arising from the HOMO, and the overlapping SOMO and LUMO
crystal orbitals, are highlighted. The Fermi level is shown as a red line at 0 eV.
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salts of BEDT-TTF or ET, which possess the general formula
[ET]2[X], where X is, for example, Cu[N(CN)2]Cl.

47 In these
materials, the involvement of closely spaced frontier orbitals in
improving electronic softness is well recognized. The electronic
structure of the dimer radical cation [ET]2

•+ building blocks
(Figure 12) can be described in terms of a three-electron two-

orbital (π)2(π*)1 configuration, where the π and π* orbitals are
weakly separated bonding and antibonding combinations of the
HOMO of a single, neutral ET molecule. Due to the small
π−π* splitting in the dimer radical cation, removal of an
electron (or addition of a hole) results in a charge separated,
OSS state with configuration [(π)2(π*)0 − (π)0(π*)2] rather
than a closed-shell dication (π)2(π*)0. This ability of the dimer
to accommodate multiple charges on separate monomers
decreases the ionization potential of the dimer cation relative to
the monomer, ultimately providing a low ΔHdisp

OSS ∼ 0.4 eV.
This low value for the Coulomb barrier is directly responsible
for allowing metallic states which can be accessed in such salts.
Despite the open-shell, multi-orbital description of the dication,
ET salts are treated theoretically with a single-band Hubbard
model, which requires only that the empty site (dication) be a
singlet.
The above picture is in contrast to the situation found in 3a,

where a single molecular site, doubly occupied by electrons,
possesses a triplet ground state. As this state is not found in the
single-band model, explicit consideration of multiple orbitals
and strong Hund’s rule coupling is required. Calculations
suggest the relevant orbitals for consideration are the SOMO
and low-lying LUMO which, in the solid state, are significantly
mixed at the DFT level due to the reduction of symmetry,
providing a nearly degenerate pair of bands. More generally,
this mixing should be a strong function of pressure48 and is
likely overestimated by insufficiently correlated methods such
as DFT. In this sense, and apart from the observed structural
phases transitions in 3a, the interplay between orbital, charge,
and magnetic degrees of freedom in 3 is potentially very rich.
As an example of a magnetic effect, the combination of a low-

lying LUMO and strong Hund’s rule coupling is known to
generate ferromagnetic interactions through excited-state
mixing.49 This mechanism is almost certainly responsible for
the ferromagnetic Weiss constant Θ = +15.6 K observed at
ambient pressure for 3a.28e In regard to charge transport
properties, Hund’s rule coupling has been suggested to play a
“Janus-faced” role.50 Thus, while Hund’s coupling clearly
reduces the Coulomb barrier for parallel spins (ΔHdisp

TS),
promoting the metallic state, it has also been associated with
strongly reduced charge carrier stability and “bad metal” states
with a vanishing Eact, but conductivity below the minimum
value for a Fermi liquid. In the so-called Janus-faced region,
where such states are prevalent, the electronic bandwidth W
exceeds the Coulomb term for parallel spins, that is Ueff ∼
ΔHdisp

TS, but not for antiparallel spins, that is Ueff ∼ ΔHdisp
OSS.

As such properties appear to characterize the high-pressure
phases of 3a, we believe further exploration of the ramifications
of multiorbital Hund’s physics in the neutral radical family 3
and related compounds represents an interesting avenue for
future investigation.

■ SUMMARY AND CONCLUSION
As a result of the demanding energetic constraints of the
classical one-electron, one-orbital neutral radical conductor
model, the struggle to enhance the generally weak intermo-
lecular interactions found in crystalline molecular radicals, to
the point that the electronic bandwidth W offsets the onsite
Coulomb potential U, has proven an almost insurmountable
task. The well-known strategy of moving away from the half-
filled band position, as in spiro-biphenalenyls9a or by chemical
doping,18 provides a remarkably effective mechanism for
lowering U. It now appears that in resonance stabilized
oxobenzene-bridged bisdithiazolyl radicals 3 a similar end is
achieved, but by a different means. The low-lying π-acceptor
level introduced by the replacement of the NR1 group in 1 by a
CO moiety in 3 has a significant impact on the ion energetics of
the resulting radical, which becomes electronically softer by
virtue of an enhanced electron affinity arising from the presence
of low lying open-shell anionic states. The consequent
reduction in U, coupled with strong SOMO−LUMO band
mixing in the solid state, leads to enhanced conductivity of all
radicals 3 relative to their analogues 1.
While the prototypal radical 3a represents, in principle, an

excellent low-U building block, its ruffled-ribbon crystal
structure is not ideal for generating good bandwidth. However,
as described here, the crystal packing is very receptive to
pressure-induced structural adjustments, as witnessed by the
occurrence of not one but two phase transitions below 10 GPa.
The onset of metallization is hard to pinpoint exactly, as
different techniques suggest different values, but it appears to
be closely associated with the α- to β-phase change, that is at P
∼ 4 GPa. DFT band structure calculations show a significant
increase in bandwidth in the β-phase, which is further enhanced
as a result of the second transition to the γ-phase. Overall we
believe that the low-lying LUMO effect described here provides
important insight into the design of radical-based conductors. It
remains to be seen whether continued exploration of the
known derivatives 3a−3e under pressure will reveal new
electronic features, such as superconductivity. It may also be
possible to design radicals in which the low-lying LUMO effect
is more pronounced, so as to afford single component f = 1/2
materials that are metallic, perhaps even superconducting,
without the need for applied pressure.

Figure 12. Energetic ordering of closed- and open-shell ionic states
arising from electron addition to 3a and electron removal from
[ET]2

•+. For 3a, the TS is the ground state of the resulting anion,
while for [ET]2

•+, the resulting dication admits an OSS ground state.
In both cases, the CSS lies higher in energy than both open-shell
states. The energetically favorable open-shell states result in a
reduction in ΔHdisp = IP − EA, by either increasing EA for 3a, or
reducing IP for [ET]2

•+.
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■ EXPERIMENTAL SECTION
Sample Preparation. Microcrystalline samples of 3a suitable for

high-pressure measurements were generated by reduction of the salt
[3a][ONf] (ONf = nonafluoromethanesulfonate) with octamethylfer-
rocene in degassed acetonitrile. Details of the preparation and
reduction of [3a][ONf] are described elsewhere.28e

Crystallography. High-pressure diffraction experiments on 3a
were performed at BLX10U, SPring-8, using synchrotron radiation (λ
= 0.41337 Å) and a powdered sample mounted in a diamond anvil cell
(DAC), with helium as the pressure transmitting medium. (At room
temperature, helium stays in a liquid state up to 14 GPa, hence
providing hydrostatic pressure conditions). A total of 23 data sets were
collected over the range 2θ = 3−20° at room temperature and as a
function of increasing pressure from 0 to 13.0 GPa. Space group
determinations, indexing, and refinement of cell parameters were
performed using DASH 3.1.51 Structural solutions were also carried
out in DASH, starting from a model based on the atomic coordinates
taken from the ambient pressure structure determined by single crystal
methods.28e During the Rietveld52 refinement in DASH a rigid-body
constraint was maintained.53 The cell settings and atomic coordinates
from the DASH solutions were then taken into GSAS54 for a final Le
Bail55 and/or Rietveld refinement. The data from 2θ = 3−13° were
refined with fixed atomic positions and isotropic thermal parameters
with an assigned value of 0.025.
Conductivity Measurements. High-pressure conductivity experi-

ments on 3a were performed in a 3000 ton multi-anvil press using a
Cr2O3-doped MgO octahedron as the pressure transmitting medium.56

The pressure was generated by four electric oil pumps, transmitted
through a split-cylinder module to six steel anvils, then to eight
tungsten carbide (WC) cubes with 32 mm edge length, and finally
through the eight truncated corners of these cubes to the octahedral
pressure medium. The force−pressure relationship for the 18/11
(octahedral edge length (mm)/truncated edge length (mm)) cell
configuration adopted in this experiment was determined from prior
calibrations of the applied hydraulic load against pressures of structure
transformations in standards at room temperature (Bi I ↔ II at 2.55
GPa, Bi III ↔ V at 7.7 GPa, and Sn I ↔ II at 9.4 GPa). The pressure
cell was modified to include a cylindrical heater folded from a rhenium
(Re) foil of 0.05 mm thickness and a W5Re95/W26Re74 thermocouple
with its junction placed in contact with the outside wall of the Re
heater. Powder samples were densely packed in a boron nitride (σBN =
10−11 S cm−1) cup with Pt disk electrodes in direct contact with the
samples at both ends. Four wire ac (Solartron 1260 Impedance
Analyzer) resistance measurements were made at a frequency of 1
kHz. A series of resistance measurements was performed at pressures
up to 12.2 GPa and temperatures up to 370 K. In each series, the
pressure was first increased to the target value, and then resistance
measurements were made at fixed temperature intervals of 10 °C on
heating/cooling at constant pressure. The contiguous cylinder-shaped
sample was extracted from the recovered pressure cell, and the sample
geometry was measured to convert resistance to conductivity.
Infrared Measurements. High-pressure infrared absorption

measurements on 3a were performed at the Canadian Light Source
using a Sintek mini DAC, equipped with type IIa diamond anvils and
300 μm culets. The spectra were recorded on a Hyperion 3000 IR
microscope with a liquid nitrogen cooled MCT detector. A stainless-
steel gasket with an initial thickness of 250 μm was preindented in the
mini DAC to a final thickness of ∼140 μm, and a 100 μm hole was
drilled at the center of the indentation that served as a sample
chamber. A small amount of finely grounded KBr was then loaded in
the sample chamber and was made transparent by gently tightening
the DAC along with a ruby sphere (pressure marker). A small amount
of 3a was then transferred on to the transparent KBr for high-pressure
measurements. We used ∼100 and ∼50 μm samples, respectively, for
the globar and synchrotron measurements. Spectral data collection
employed a resolution of 4 cm−1 and 512 scans. Pressure
measurements were calibrated using the R1 ruby line fluorescence,
and absorption of the anvils and KBr was used as the background
spectrum.

A symmetric DAC including a pair of synthetic type IIa diamond
anvils with 400 μm culet was employed for high-pressure infrared
reflectivity measurements recorded at the National Synchrotron Light
Source (NSLS) at Brookhaven National Laboratory. A T-301 stainless-
steel gasket was preindented to ∼40 μm thick, and a 200 μm hole was
drilled in the center of the indentation to serve as the sample chamber.
The 3a sample powder was squeezed into a pellet using the DAC. The
extra sample was removed from the anvil culet that the sample pellet
attached to and left the rest of the sample in the center with ∼200 μm
in diameter to match the gasket hole. The sample pellet was then
loaded into the sample chamber together with precompressed KBr as a
pressure transmitting medium and a ruby ball as a pressure marker.
Reflectivity experiments were performed at the U2A beamline side-
station of the NSLS. Infrared spectra were collected using a Bruker
Vertex 80v FTIR spectrometer and a Hyperion 2000 IR microscope
attached with a liquid nitrogen cooled MCT detector. To eliminate
any contaminated signal from the gasket, a confocal configuration was
employed to match the infrared beam spot and selected sample area of
20 × 20 μm. A conventional globar source was used to minimize any
intensity fluctuation during the measurements. In addition, the
diamond−air surface was used as the reference at each pressure
point. A KBr beamsplitter was used to cover the mid-IR region with a
spectral resolution of 4 cm−1.

Optical conductivity was obtained by Kramers−Kronig (K−K)
analysis of data obtained from normal incidence reflectivity measure-
ments, then fit using a variational K−K constrained dielectric function,
as implemented in the REFFIT code.35 Since the K−K integrals
relating real and imaginary parts of the dielectric function are taken
over all frequencies, obtaining the complex dielectric function from
reflectivity analysis requires, in principle, data over a wide frequency
range. However, since the kernel of such integral transformations is
strongly peaked at the frequency of interest, the form of the optical
conductivity can be obtained for frequencies where reflectivity data is
available, provided a sensible approximate form for the dielectric
function is chosen outside this region. In the present case, various
choices for the approximate form lead to ambiguity in the absolute
magnitude of the optical conductivity, but preserve the main spectral
features.

Molecular Electronic Structure Calculations. All DFT
calculations were performed with the Gaussian 09W suite of
programs,57 using the (U)B3LYP hybrid functional and polarized,
split-valence basis sets with triple-ζ (6-311G(d,p)) functions. Full
geometry optimization was invoked for the calculation of the total self-
consistent field (SCF) energies of radical, cation, and anion states of
1a and 3a, from which gas-phase IP and EA values were derived. In
addition, for 3a the triplet and BSS anionic states were also examined
(using tight convergence criteria). The PCM was invoked to assess the
effects of solvation on all these states.

Band Electronic Structure Calculations. Band structure
calculations were carried out with the QUANTUM ESPRESSO58

package using the Perdew−Burke−Ernzerhof functional and ultrasoft
pseudopotentials with a plane-wave cutoff of 25 Ry and a 250 Ry
integration mesh. Geometrical coordinates were taken from the single
crystal or GSAS refined structures at 0 GPa (α-phase), 6.0 GPa (β-
phase), and 11.1 GPa (γ-phase), and calculations were performed on
the primitive cell. For the α- (β-, γ-) phases, SCF calculations
employed a 4 × 4 × 4 (4 × 4 × 8) Monkhorst−Pack k-point mesh.
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